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A B S T R A C T

Traditionally, controlled spacecraft re-entries have been conducted using propulsive de-orbit burns which are
risky, expensive, and may not be possible for all vehicles. Recently, the miniaturization of technology has
ushered in a new class of small satellites (such as CubeSats) that are too small to host thrusters but may require a
controlled de-orbit if they contain materials capable of surviving re-entry. For all space vehicles requiring a
controlled re-entry, the ability to harness the naturally occurring aerodynamic drag force for orbit control
provides a cheaper and more reliable alternative to chemical propulsion.

This paper discusses a comprehensive method for drag-controlled re-entry that is applicable to any vehicle
capable of modulating its ballistic coefficient. First, a novel guidance generation algorithm efficient enough to
run onboard a CubeSat outputs a desired ballistic coefficient profile and corresponding numerically propagated
trajectory that if followed, will lead the spacecraft to a desired de-orbit location. This guidance generation
algorithm is based on an analytical solution that provides convergence guarantees, ensures rapid performance,
and facilitates a controllability analysis. Next, the guidance tracking algorithm utilizes an extended Kalman filter
and GPS measurements to estimate the position and velocity of the satellite relative to the guidance. A full state
feedback linear-quadratic-regulator (LQR) control strategy is then used to drive the relative position and velocity
to zero using solely aerodynamic drag. This paper also discusses a novel retractable drag de-orbit device (D3)
that can be attached to existing CubeSat structures and can easily be scaled up for larger satellites. The D3
provides passive three-axis attitude stabilization using aerodynamic and gravity gradient forces and can be
repeatedly modulated to perform aerodynamically-based orbital maneuvering and controlled re-entry. The de-
sign of the planned 2U CubeSat to test the D3 and control algorithms in flight is also discussed.

The re-entry point targeting algorithms were validated through extensive Monte Carlo simulations which
included realistic GPS measurement errors and drag force uncertainties. The algorithms were able to guide the
satellite to a desired de-orbit location with an average error below 25 km and in all cases, the targeting error was
low enough for debris mitigation purposes. The accuracy and reliability of these algorithms coupled with the D3
device that has successfully undergone thermal vacuum, vibration, and fatigue testing provide a cheap, reliable,
and comprehensive attitude, orbit, and de-orbit control solution that can be used on large and small space
vehicles, possibly replacing conventional propulsion and attitude control systems and making space more ac-
cessible to everyone.

1. Introduction

The increasing number of space vehicles launched has led to an
increasing concern with orbital debris mitigation [1]. NASA require-
ments [2] state that low Earth orbit (LEO) spacecraft must de-orbit
within 25 years and that the probability of human casualty from re-
entering debris must be less than 1 in 10,000. Aerodynamic drag pre-
sents itself as a convenient and efficient way to expedite de-orbit and
control the re-entry location of a LEO spacecraft without using

thrusters. While several teams have developed drag devices and tested
them in orbit [3–5], the majority of these devices have been single-use
drag sails that cannot be retracted. These devices had been developed
with the sole purpose of expediting the de-orbit of a host satellite. The
PADDLES retractable drag sail was developed previously by the Uni-
versity of Florida ADAMUS lab to facilitate orbital maneuvering [6], but
has not yet flown. The ExoBrake drag device [7,8] developed by NASA
Ames deploys in a parachute shape and can be partially retracted, but is
limited by how far it can retract and how many deploy-retract cycles it
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can perform. The ExoBrake is thus far the only drag device launched
that can be utilized to perform orbital maneuvering [8], but successful
maneuvering with the ExoBrake has not been demonstrated so far and
the controlled re-entry algorithms developed by that team involve up-
linking a pre-computed set of desired ballistic coefficients to the sa-
tellite and applying these open loop [9]. In addition, while the Exo-
Brake provides passive aerodynamic stability if it is deployed while in
the correct orientation, the ExoBrake is incapable of constraining ro-
tation about the roll axis [8]. While multiple algorithms for orbital
maneuvering using aerodynamic drag exist [10–13] and Planet Labs has
a CubeSat constellation with separation controlled by differential drag
[14], to date there has not been a successful controlled de-orbit of a
spacecraft using entirely aerodynamic drag.

The University of Florida ADAMUS lab, with funding from the NASA
Launch Services Program (LSP) and Florida Space Research Initiative
(SRI), has developed a new retractable drag de-orbit device (D3) cap-
able of modulating the drag area of a host CubeSat while maintaining
passive 3-axis attitude stabilization using aerodynamic and gravity
gradient torques [15]. The D3 can be utilized for orbital maneuvering,
reduction of orbit lifetime, collision avoidance, and targeted re-entry.
The D3 is not designed to survive re-entry and is intended to guide the
host satellite to a desired de-orbit point (likely over the ocean) such that
any debris surviving re-entry will not pose a hazard to ground assets.
The goal of the D3 is to provide an affordable yet reliable and easy to
integrate device that will enable LEO CubeSats to meet or exceed NASA
debris mitigation requirements and will facilitate advanced CubeSat
missions through enhanced attitude and orbit control. Satellite opera-
tors wishing to recover orbital payloads (possibly for ISS sample return
missions) could use the D3 to guide their spacecraft to a re-entry point
but would need a heat shield and a secondary control apparatus to
protect and guide the payload through re-entry. As a part of the project,
a targeted re-entry algorithm has been developed that determines how
the D3 should modulate its deployment level to re-enter the spacecraft
in a desired location [16]. This algorithm offers improvements in ro-
bustness and reliability over the state of the art and is efficient enough
to run onboard a CubeSat with a high-performance processor such as a
BeagleBone Black or Xiphos Q7. Feedback Control techniques are em-
ployed to ensure that the spacecraft follows a desired trajectory to the
de-orbit point [16]. While the re-entry point targeting algorithm was
developed with the D3 in mind, the algorithm can be utilized on any
spacecraft capable of modifying its ballistic coefficient and precisely
measuring its position and velocity. Once the technique is validated,
large vehicles such as rocket upper stages can achieve drag modulation
through attitude changes or the use of a drag device and utilize the
targeting algorithm to control their re-entry locations and minimize the
risk associated with re-entry debris. Presently, upper stages use residual
propellant to perform a controlled de-orbit burn, so the ability to har-
ness the naturally occurring aerodynamic drag for this purpose would
eliminate the need for a propulsive de-orbit burn, saving fuel and

ultimately enabling the launch vehicle to carry a larger payload. The
enhanced payload capacity could easily translate to millions of dollars
of savings. The targeting algorithm could also be utilized to facilitate
the landings of probes on other planets with atmospheres without the
need for thrusters.

This paper first gives an overview of the D3 device in Section 2.
Next, the targeted re-entry algorithms and their expected performances
are discussed in Section 3. Section 4 details the planned spacecraft
components, Section 5 discusses ground operations, and Section 6
presents power, link, thermal, and vibration analyses. Finally, Section 7
discusses the software development plan and Section 8 discusses the
mission concept of operations, presents the mission success criteria, and
provides a failure analysis and risk mitigation plan.

2. Drag de-orbit device (D3) overview

The drag de-orbit device (or D3) consists of four retractable tape-
spring booms inclined at 20° relative to the face of the satellite to which
the D3 is attached (x-y plane) as shown in Fig. 1. A zoomed in view of
the D3 device and an expanded view of one of the D3 deployers are
shown in Fig. 2 and Fig. 3, respectively. The complete design of the D3

Nomenclature

a semi major axis
Cb ballistic coefficient
e eccentricity
I identity matrix
i inclination
J2 gravitational perturbation due to Earth's oblateness
Re Earth's equatorial radius
t time
u argument of latitude
v velocity vector
Ω right ascension of ascending node
μ Earth's gravitational parameter

Acronyms/Abbreviations

D3 Drag De-Orbit Device
EKF Extended Kalman Filter
GPS Global Positioning System
GRMS Root-Mean-Square Acceleration
ISS International Space Station
LQR Linear Quadratic Regulator
LEO Low Earth Orbit
LVLH Local Vertical Local Horizontal
PPOD Poly-Picosatellite Orbital Deployer
TRL Technology Readiness Level

Fig. 1. D3 device attached to a CubeSat with body axes shown.
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and the simulations utilized to inform this design are detailed by Gu-
glielmo et al [15]. In summary, the “dart” configuration of the D3
booms allows the host satellite to aerodynamically stabilize such that
the satellite z-axis (Fig. 1) is aligned with the velocity vector. After
multiple simulations with varying booms angles, a 20° angle was se-
lected because shallower boom angles significantly degraded the atti-
tude stability without providing a significant increase in the drag area
while the enhanced attitude stability associated with steeper boom
angles was not necessary and the steeper angles resulted in unnecessary
reductions of the drag area. The booms are fabricated from pre-cut 4 by
370 cm strips of Austenitic 316 stainless steel shim stock that is
0.0762mm (.003 inches) thick. Each strip weighs about 95 g. The steel
strips are run through a series of dies that place bends in the booms and
give them measuring-tape-like shapes. The curved shapes give the
booms stiffness and ensure that they will remain rigid despite the ex-
pected dynamic, aerodynamic, and thermal bending effects they will
experience in space. Additionally, because Austenitic 316 stainless steel
is almost completely non-ferromagnetic, the booms will not become
magnetized by the Earth's magnetic field and will not impart a desta-
bilizing magnetic hysteresis torque on the spacecraft. Because the
booms are 3.7m long and about 4 cm wide, significant aerodynamic
torques are created, facilitating aerodynamic stability up to an altitude

of 700 km. The length of the booms and the ability to actuate each
boom independently also allows two booms opposite each other to be
partially retracted to create a clear minimum moment of inertia axis
along the two deployed booms.

Gravity gradient torques will work to passively align this minimum
moment of inertia axis with the nadir vector. The combined effects of
gravity gradient and aerodynamic torques enable the D3 to provide
passive 3-axis attitude stabilization. To increase the attitude stability,
three orthogonal magnetorquers are integrated into the D3 structural
interface adapter and serve to damp any attitude oscillations when set
to run the B-Dot de-tumble algorithm discussed by Guglielmo et al [15].
In the previous design, four stepper motors located inside the deployers
were utilized to deploy and retract the booms. Unfortunately, there was
not a reliable mapping between motor rotation and boom deployment.
The booms would often wind up internally as the motor spun before
deploying in spurts and jumps. To facilitate accurate boom deployment,
the stepper motors were replaced with brushed DC motors (Faulhaber
1516-006SR with 262:1 spur gearbox) and a rotary encoder (Pololu
12CPR) was integrated into each deployer. As each boom deploys, it
drives a silicon wheel on a steel shaft that is attached to the encoder. In
this manner, the encoder provides an accurate measurement of the
movement of the boom itself. A spring roller is also included to push
against the boom and ensure that it remains in contact with the silicon
wheel. Prototype (Fig. 4) testing showed that with this new design, the
boom would consistently deploy or retract to within about 2 cm of the
commanded amount. Additionally, the brushed motors consumed sig-
nificantly less power than the original stepper motors. Based on pro-
totype testing, each motor required 1 Watt when deploying the boom
and pulled a maximum of 4.1 Watts when stalled assuming a fully
charged battery voltage of 8.2 V. This puts the nominal power usage for
the entire D3 system at 4W (assuming simultaneous boom operation)
and the absolute maximum power consumption if all motors are stalled
at 16.4W. Even 16.4W is well within the capability of most commercial
CubeSat power systems, but in practice, there should never be a si-
tuation where all four motors are stalled and require this amount of
power. Each deployer, including a fully coiled boom, weighs around
250 g and the prototype of the entire D3 device, including four de-
ployers (with booms), the baseplate, the structural interface adapter,
magnetorquer brackets, and magnetorquers weighed 1180 g.

When fully extended, the D3 increases the cross-wind surface area
of the host satellite by approximately .5 m2 enabling a 12U, 15 kg
CubeSat to de-orbit from a 700 km circular orbit in 25 years under
standard atmospheric conditions. Unlike most other drag devices that
can only be deployed once to increase the drag area, the D3 can be
repeatedly retracted, facilitating orbital maneuvering, collision avoid-
ance, and re-entry point targeting using aerodynamic drag. A prototype

Fig. 2. Zoomed-in view of D3 device.

Fig. 3. D3 device deployer expanded view.
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of a D3 deployer has also been fatigue tested and functioned nominally
after 500 full deploy retract cycles (more than would be required on an
average mission) and continued to operate properly after thermal va-
cuum testing conducted to simulate the space environment. Multiple
shortened deploy-retracted cycles were conducted in the vacuum
chamber to simulate a deployer operation equivalent to 10 full length
deploy-retract cycles. Future testing plans involve a more rigorous fa-
tigue test of the entire D3 device in vacuum. Vibration testing of a D3
deployer to 9.6 GRMS was also conducted. In this test, a D3 prototype
was integrated into a 2U-sized CubeSat structure and the entire as-
sembly was integrated into a PPOD CubeSat deployer prior to vibration
to most accurately simulate a launch environment. Functional testing
showed all D3 components to be operational and non-damaged after
vibration testing. Loctite applied to the D3 screws prevented the loos-
ening of D3 components during vibration.

3. Re-entry point targeting algorithm

The purpose of the D3 CubeSat mission is to demonstrate the ability
to re-enter the atmosphere in a desired location by varying the space-
craft's aerodynamic drag through modulation of the D3 booms. The
drag modulation scheme necessary to de-orbit in the desired location
was developed by Omar and Bevilacqua [16] and offers significant
improvements over the state of the art [9,17]. The first step in the drag-
based re-entry scheme is the guidance generation algorithm. This
technique calculates the drag profile that a spacecraft must follow to de-
orbit in a desired location. While algorithms in previous literature
achieve this using black-box numerical optimizers, the algorithm de-
veloped by this author in Ref. [16] utilizes an analytical solution to
estimate the necessary drag profile and iteratively refines this estimate
via numerical orbit propagation and additional analytical adjustments.
The use of the analytical solution in the guidance computation offers
convergence guarantees and computational efficiency not available
with the algorithms in prior literature. The final guidance returned by
the algorithm is a trajectory simulated using the highest fidelity orbit
propagator available. If the orbit propagator were a completely accu-
rate reflection of reality, the spacecraft would de-orbit in the desired
location if the prescribed boom deployment profile were applied. Un-
fortunately, even the best models are not perfect and there is significant
uncertainty in the drag force prediction. For this reason, a guidance
tracking algorithm [16] is utilized that varies the spacecraft's ballistic
coefficient using an LQR-based full state feedback control methodology
based on the linearized motion of the spacecraft relative to the gui-
dance. An Extended Kalman Filter is utilized to remove sensor noise
from the GPS derived relative position and velocity estimates. Prior
literature does not heavily investigate guidance tracking or noise fil-
tering as they pertain to this problem. The details of these algorithms

and the means by which they were tested are described below.

3.1. Guidance generation algorithm

The guidance generation algorithm utilizes an analytical solution to
estimate the drag profile required to de-orbit in a desired location. This
drag profile is simulated using numerical orbit propagation techniques
and is continuously refined using analytical techniques and re-simu-
lated based on the discrepancy between the actual and desired de-orbit
location. Ultimately, a numerically propagated trajectory and corre-
sponding drag profile are obtained that if followed, will lead the sa-
tellite to the desired de-orbit location. The fundamental theory and
development of the guidance generation algorithm are discussed in
Refs. [16,18]. This section will provide an overview of the algorithm
but will focus most heavily on the recent upgrades.

Define the spacecraft ballistic coefficient as

=C C A
m2b
d

(1)

where Cd is the drag coefficient, A is a reference area, and m is the
spacecraft mass. The acceleration due to aerodynamic drag (ad) acting
on the spacecraft is

= − ∞ ∞a vC ρvd b (2)

where ρ is the ambient atmospheric density and ∞v is the spacecraft
velocity vector relative to the free stream. It is shown in Ref. [16] that
given the ability to vary an initial Cb1, a second ballistic coefficient Cb2,
and the time tswap at which the ballistic coefficient is changed from Cb1
to Cb2, it is possible to target any point on the Earth with latitude below
the orbit inclination if maneuvering is initiated early enough. We will
define C C t( , , )b b swap1 2 as the control parameters. Note that Cb2 is
maintained until some terminal semi-major axis at which point some
pre-set Cbterm is maintained until de-orbit.

The basis of the analytical solution for determining the control
parameters needed for proper targeting is the ability to calculate the
effect that a perturbation in the control parameters will have on a given
trajectory. While a satellite in an unperturbed two-body orbit (spherical
Earth) will experience a constant semi-major axis, a satellite in a two-
body orbit with drag will experience a monotonically decreasing semi
major axis over time. It can be shown [16] that in a circular orbit
around a spherical Earth, if a constant, invariant density is assumed at
each altitude, then the time and argument of latitude (true anomaly
plus argument of perigee) required for a spacecraft to decay from an
initial to final semi major axis due to aerodynamic drag increase line-
arly with decreasing ballistic coefficient. Assume a satellite with bal-
listic coefficient Cb1 takes time tΔ 1 to achieve some drag-induced change
in semi major axis aΔ and undergoes argument of latitude change uΔ 1

Fig. 4. Prototype of D3 deployer.
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while achieving this aΔ . The time and argument of latitude change a
satellite with the same initial conditions and some different Cb2 will
undergo to achieve the same aΔ (same orbital decay) are given by

=t C t
C

Δ Δb

b
2

1 1

2 (3)

=Δu C Δu
C
b

b
2

1 1

2 (4)

Since the average rate of change of right ascension (Ω̇avg) is in-
dependent of Cb, the change in Ω experienced during the orbital decay
can be calculated by

= tΔΩ Ω̇ Δavg (5)

As shown in Fig. 5, if the trajectory of a satellite with some initial set
of control parameters has been numerically propagated (initial trajec-
tory), the de-orbit location of a new trajectory corresponding to the
same initial conditions but a different set of control parameters can be
analytically estimated by dividing the trajectories into phases where the
Cb is not changing in either trajectory. In each trajectory, the phases are
demarcated by the ballistic coefficient swap point (tswap), the point at
which the semi major axis (orbit energy level) is the same as at the swap
point of the other trajectory (teq), and the terminal point (tterm). Note
that in Fig. 5, the subscript “old” refers to a parameter in the initial
numerically propagated trajectory, and the subscript “new” refers to a
parameter in the new trajectory that one wishes to analyze without
numerically propagating. In phase 4 (below the terminal point) both
trajectories have the same Cb so they can be assumed to experience the
same change in orbital elements between the terminal point and the de-
orbit point. For the three phases before the terminal point, Eqs. (3)–(5)
can be utilized to calculate the changes in time and orbital elements
experienced in each phase of the new trajectory. All changes in time
and orbital elements can be added to calculate the final time and orbital
elements, and hence the latitude and longitude, at the de-orbit point.

Additionally, a closed form analytical solution is derived in Ref.
[16] to compute the control parameters (C C, ,b b1 2 and tswap) needed to
achieve a desired total time ( tΔ t) and total change in argument of la-
titude ( uΔ t) to the terminal point based on C C t t u, , Δ , Δ , Δ ,b b10 20 10 20 10

and uΔ 20 from an original numerically propagated trajectory. These
relations are

=
−

−
C

C t u t u
t u t u

(Δ Δ Δ Δ )
Δ Δ Δ Δb

b

t t
2

20 20 10 10 20

10 10 (6)

=
−

C Δu C C
Δu C Δu Cb

b b

t b b
1

10 10 2

2 20 20 (7)

=t
t C

CS
S b

b

10

1
new

old

(8)

Note that C t, Δ ,b10 10 and uΔ 10 are the ballistic coefficient, time
change, and argument of latitude change between the initial time and
the swap point in the initial numerically propagated trajectory and
C t, Δ ,b20 20 and uΔ 20 apply between the swap point and the terminal
point. Note that the subscript “0” indicates a parameter applicable to
the numerically propagated trajectory while parameters without the
subscript “0” apply to the new trajectory that has not been propagated.
Given a numerically propagated trajectory with some final impact
longitude and latitude, the total argument of latitude and orbit lifetime
required to de-orbit in the desired location can be calculated [16] as

⎜ ⎟= ⎛
⎝

⎞
⎠

−u
lat
i

Δ sin
sin( )
sin( )t

1

(9)

= +
−

t t
λ λ

ω
Δ Δt t

imp des

e
0 (10)

where λ is longitude and ωe is the rotation rate of the Earth. The tΔ t

value can be adjusted using the method in Ref. [16] to ensure that the
minimum targeting error is achieved within the range of feasible sa-
tellite ballistic coefficients. Note that with this method, the desired uΔ t

will always be achieved, and tΔ t as close as possible to the desired one
will be achieved.

A key recent update to the guidance generation algorithm is the
drag-work-enforcement method that is merged into the shrinking hor-
izon guidance generation approach. Due to the assumptions of a
spherical Earth and constant density vs. altitude profile used in the
analytical solution, there are often discrepancies between the numerical
and analytical trajectory solutions, especially if the trajectories extend
far into the future. To ensure sufficient controllability to target any
point with latitude below the orbit inclination, maneuvering must begin
almost two weeks in advance of the expected de-orbit. When this tra-
jectory is simulated, the long propagation time causes the analytical

Fig. 5. Characterizing behavior of new trajectory based on old trajectory.
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and numerical solutions to diverge because small errors due to the
analytical solution assumptions grow over time. Conversely, if man-
euvering is initiated very close to the de-orbit time (2–3 days), the
analytical and numerical solutions will agree very well, but there may
not be sufficient controllability to target any point on the Earth's sur-
face. In the shrinking horizon approach (Fig. 6), when the trajectory is
propagated to the de-orbit point with the ballistic coefficient profile
dictated by the analytical solution, the first tg seconds of this trajectory
are stored as a part of the guidance and the trajectory after tg is utilized
to compute another analytical ballistic coefficient profile that will be
numerically propagated and will be approximately tg seconds shorter
than the previously propagated trajectory. This process continues until
a certain error threshold is reached or a trajectory is propagated that
has less than a certain amount of orbit lifetime remaining. In the drag-
work enforcement method, the work done by aerodynamic drag is re-
corded during the trajectory propagation, and the ballistic coefficient of
the satellite during the first tg seconds of propagation is varied so that
the total work done by drag at tg is equal to the work that should have
been done by this time according to the analytical solution. In the
trajectory propagation, the power or rate of change of work done by
drag per unit mass can be calculated as

= = − ⋅∞ ∞v vP W C ρv˙ ( )d b (11)

This expression is equivalent to the drag force (per unit mass)
multiplied by the distance over which the drag is acting, divided by the
time over which that distance is acted through which is the definition of
power. Work done by drag is considered as a seventh state variable (in
addition to the ECI position and velocity vectors) and is numerically
integrated along with the position and velocity by computing Ẇd using
Eq. (11) at each time step. Given a numerically propagated trajectory
with some Cb and Wd available at each time step, the work that should
be done by drag for a trajectory with the same initial conditions but a
different Cb can be calculated at some time t as follows.

1. Eq. (1) is used to calculate the time (teq) at which the old trajectory
has the same orbital energy (same semi-major axis) as the new
trajectory at time t . If the ballistic coefficient is unchanging in both
trajectories, this is computed by

=t
C t

Ceq
b

b0

new

(12)

2. The new trajectory should have the same Wd at t as the old, nu-
merically propagated trajectory did at teq.

By scaling the Cb during each propagation phase to force the actual
Wd to equal the analytically expected Wd, the numerically propagated
trajectory is made to behave more like the analytically predicted tra-
jectory, and thus the errors between the analytical and numerical tra-
jectories are reduced.

Another factor that was instrumental in the reduction of guidance
errors was the use of density values that were continuous in time. The
NRLMSISE-00 model that was used in the orbit simulation requires
current, past, and predicted F10.7 and Ap solar and geomagnetic index
data. This data is reported at discrete 3-h intervals, but using such
discrete, discontinuous index values leads to a density profile that is
discontinuous in time. Instead, by using a cubic spline to interpolate
between the F10.7 and Ap values, a set of indices, and hence a set of
densities, that are continuous in time can be obtained. Because the
analytical solution assumes a continuous density model, numerically
propagating trajectories with a continuous density over time reduces
the discrepancy between the analytical and numerical solutions and
improves algorithm performance.

Ultimately, the drag-work enforcement method coupled with a
continuous-time density model and the shrinking horizon guidance
generation procedure causes targeting simulations run using the high
fidelity NRLMSISE-00 model to experience the same high convergence
rates as simulations run using the 1976 standard atmosphere.

3.2. Guidance tracking algorithm

The guidance tracking algorithm is detailed in Ref. [16] and a brief
description is given here. The tracking algorithm involves first com-
puting the position and velocity of the satellite relative to the guidance
in the Local-Vertical-Local-Horizontal (LVLH) frame. The LVLH frame is
a non-inertial reference frame defined with x-axis aligned with the ze-
nith vector, z-axis aligned with the orbit angular momentum vector,
and y-axis completing a right-handed coordinate system as shown in
Fig. 7.

Let the position of the spacecraft relative to the guidance be denoted
by

= − =
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

r r r
δx
δy
δz

rel sc guid

(13)

The Schweighart Sedwick (SS) dynamics [19] given by Eq. (14)
provide a linearized model describing the evolution of the in-plane
position and velocity of the satellite relative to the guidance in the
LVLH frame based on the difference in ballistic coefficient between the

Fig. 6. Guidance generation algorithm flowchart.
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guidance and the actual satellite.
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e2 2

2 3 (14)

Treating = −C C CΔ ( )b b bsc guid as a control parameter, the linear-
quadratic-regulator (LQR) [20] control approach can be utilized to
compute a feedback control gain (K ) that when made negative and
multiplied by the relative in-plane state vector ( =x δx δy δx δy[ ˙ ˙ ]T),
results in a CΔ b that the satellite should command to drive the relative
state error to zero and return to the guidance. The commanded space-
craft ballistic coefficient is thus given by

= − xC C Kb bsc guid (15)

The LQR gain is computed by the MATLAB command
=K lqr A B Q R( , , , , 0) where A and B are the state space dynamics

matrices given in Eq. (14) and Q and R are weighting matrices on pe-
nalizing state errors and control effort respectively. Q is set to

=
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⎤
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0

0
0

0
0

0
0

to emphasise only along-track control, and R will be

a scalar that will increase if the user wants the control system to be less

aggressive and use less actuator effort.

3.3. Kalman filtering navigation algorithm

The details of the Kalman filtering algorithm are also given in Ref.
[16], but a brief summary will be presented here. Because the LQR
controller needs an estimate of the relative, not absolute, position and
velocity, the LVLH position and velocity relative to the guidance can be
computed for each GPS measurement and treated as the “measurement”
for the purpose of the Kalman filter. A standard Extended Kalman Filter
(EKF) [21] formulation is used to remove noise from this measurement.
First, an initial relative state estimate ( −

+xi 1) is converted to the ECI
frame, propagated to the time of the next available measurement and
converted back to a relative position and velocity ( −xi ). Let this nu-
merical propagation process be denoted by =−

− −
+x f t t x( , , )i i i i1 1 . The

estimation error covariance (P) is then updated using the state transi-
tion matrix (Φ) derived from the SS dynamics as

= − − −Φ ei
A BK t t( )( )i i 1 (16)

Such that

≈ −x Φ xi i i 1 (17)

This is the predict phase and can be described mathematically as

=
= +

−
− −

+

−
−
+

x f t t x
P P Q

( , , )
Φ Φ

i i i i

i i i i
T
1 1

1 (18)

where Q is a user-defined process noise covariance matrix. The actual
(noisy) GPS measurement is converted to a relative in-plane position
and velocity (z) and is finally used to update the state and error cov-
ariance matrices as shown in Eq. (19).

= +
=
= + −
= −

−

−

+ − −

+
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( )
( )

( )

i
T

i i
T

i i i i i

i i i

1

(19)

where =G I x4 4 is the mapping from the state that is being estimated to
the measurement =z Gx( )i i , W is a user defined measurement noise
covariance matrix, Ki is the Kalman gain, and S is an intermediate term
used in the calculations. Λ is an “anti-smugness” term set slightly
greater than 1 to ensure that the process noise covariance (P) does not
become too small and lead to a lack of responsiveness of the filter to
new inputs.

Fig. 7. LVLH Reference frame.

Fig. 8. Monte Carlo guidance and tracking errors.
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3.4. Testing method

The targeting algorithm was tested using a Monte Carlo simulation
approach with randomized initial condition and realistic models of drag
uncertainty [22] and GPS sensor noise [23]. One thousand Monte Carlo
simulations were conducted and in all cases, a guidance was generated
that was trackable in a realistic environment. The average guidance
error was 12.5 km with a standard deviation of 7.5 km and the average
tracking error was 1.6 km down to a geodetic altitude of 120 km. 997 of
the 1,000 Monte Carlo guidance simulations had a final error under
25 km which is the point where the algorithm stops seeking an im-
proved solution. All guidance errors were below 106 km and all final
tracking errors were below 7 km. Fig. 8 shows the results of the Monte
Carlo guidance and tracking simulations and Fig. 9 shows the ballistic
coefficient profile associated with one of the simulation runs. This si-
mulation included sinusoidally varying density errors with periods of
26 days, 1 day, and 5400 s. As Fig. 9 shows, the tracker was able to
effectively compensate for these errors. The D3 actuator was required to
run for an average of 4.1% of the orbit lifetime based on the Monte
Carlo simulations.

4. CubeSat design

The D3 satellite is designed to test the D3 device and de-orbit point
targeting algorithm. Secondary objectives will include the tests of other
orbital maneuvering algorithms and collision avoidance algorithms. As
such, to maximize the chance of mission success, the 2U CubeSat will be
built using TRL 9 parts (those with space legacy) whenever possible.

4.1. D3 mechanical interface

The D3 device was designed to interface easily with existing
CubeSat structures. Using four M2.5 screws, an adapter stage connected
to the D3 device is attached to existing holes in a standard ClydeSpace
1U structure. This serves to integrate the D3 into the structure and
expand the satellite to fit the 2U form factor. The adapter also houses
magnetorquers, the remove before flight pin, and the USB input port.

4.2. D3 electrical interface

The D3 board is the sole electrical interface between the D3 device
and the rest of the CubeSat. The D3 device is connected to the D3 board
via a 24-pin ribbon connector after both the D3 device and board are
mechanically integrated. The magnetorquers are connected to the D3
board via a separate 6-pin ribbon cable. The D3 board is interfaced with

the top of the PC104 stack (side closest to the D3) using standard PC104
pin headers as shown in Fig. 10. All avionics boards (battery, EPS, GPS,
radio) are electrically connected via PC104 headers and care has been
taken in selecting the configurations of the COTS boards to ensure that
there are no conflicts between the PC104 pins. Fig. 11 shows the pinout
of the D3 board and also indicates the signals that the D3 board will
need to receive from and send to the other avionics boards. Fig. 11 also
verifies that there are no conflicts between the input/output pins of the
various avionics boards.

4.3. CubeSat structure, deployables, and solar panels

To maximize the chance of mission success, the CubeSat will be
built around a standard 1U structure with significant space legacy de-
signed and manufactured by Clyde Space. This 1U structure (Fig. 12) is
designed with upper mounting holes which the manufacturer some-
times uses to convert it to a 1.5U structure. A custom-made adapter
stage shown in Fig. 13 will be attached to these mounting holes and the
D3 device will attach to the top of the adapter stage.

All satellite avionics will be contained in the 1U structure. The
adapter stage can be manufactured using the machines at the University
of Florida ADAMUS lab and in addition to connecting the D3 to the
standard 1U structure, ensures that the entire CubeSat is 225mm long

Fig. 9. Position error and ballistic coefficient over time for simulation with density uncertainty.

Fig. 10. Complete CubeSat structure with integrated avionics (no side solar
panels).
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as required by the design standard [24]. The adapter vertical posts are
manufactured separately from the bottom plate that attaches to the 1U
structure. Prior to attachment to the 1U structure, four screws are uti-
lized to connect the adapter base, through the adapter posts, to the D3
baseplate. The placement of the adapter over the 1U structure prevents
these screws from falling out of place. The complete satellite assembly
when the 1U structure, adapter stage, and D3 are connected is shown in
Fig. 14 and Fig. 15. A SkyFox piPATCH-L1 GPS antenna is located on
top of the D3 deployer assembly which is designed to support this de-
vice. The 2U faces of the satellite will contain solar panels custom made
by DHV technologies to provide room for the D3 booms to deploy. One
of the panels will have holes for the remove-before-flight pin and USB
charging and data cables. These panels will be fastened via M2.5 screws
to the standard solar panel mounting holes built into the 1U structure.
The solar panels and their locations on the D3 CubeSat are shown in

Fig. 14. Fig. 16 shows a hardware prototype of the D3 mounted on a
Clyde Space 1U structure to make up a cumulative 2U form factor.

4.4. Avionics

Commercially available TRL 9 avionics are used in this satellite with
the exception of the D3 control board that is custom-made. All avionics
are integrated into the 1U structure which supports standard PC104-
sized CubeSat boards.

The COTS (commercial off the shelf) avionics include the CPUT
UTRX UHF half duplex radio board sold by Clyde Space, the piNAV-NG
GPS receiver made by SkyFox labs, and 20 Whr Battery and Electrical
Power System boards from Clyde Space. The masses, costs, and ex-
pected power consumptions of these boards are shown in Table 1. With
a maximum power output of 24W, the EPS will be capable of running
the D3 device, all avionics, and the radio simultaneously. The piNAV-
NG is the lowest power commercially available CubeSat GPS, and based
on the Monte Carlo simulations discussed previously, will provide

Fig. 11. D3 board PC104 pin header configuration.

Fig. 12. Clyde space standard 1U structure.

Fig. 13. D3 adapter CAD model.
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sufficient accuracy for the targeting algorithms. Note that all simula-
tions were conducted with simulated measurement noise corresponding
to the manufacturer specified values for the piNAV-NG. The CPUT
UTRX radio provides half duplex communication at 9600 bit/s on the
435 Mhz UHF band. The half duplex mode requires a single antenna on
the ground and on the satellite for both reception and transmission. By
connecting the UTRX to the ISIS turnstile antenna, an omnidirectional
radiation pattern will be achieved whereby the satellite will be able to
maintain contact with the ground regardless of its attitude.

The D3 system will be controlled by a single board which will host a
high-performance BeagleBone Black.

Industrial processor that will also serve as the primary flight com-
puter for the satellite. The BeagleBone will be more than capable of
performing autonomous, on-board guidance generation and tracking
and will connect to a PC104 sized PCB via pin headers. This PCB will
also contain two TI SN754410 quad half h-bridge chips to control the
D3 deployer motors and three TI DRV8837 Dual Low-Voltage H-Bridge
chips to control the magnetorquers. A 24-conductor ribbon cable with
vacuum rated FEP insulation will be connected to the D3 board to route
signals from the D3 board to the motors and encoders. Two cables will
be required for each motor and four will be needed for each encoder. A
6-pin ribbon cable will be used to route signals to the magnetorquers
with two wires required for each magnetorquer. A TDK ICM-20948 9-
axis IMU will also be included on the board. This chip uses only 2.4mW
and provides acceleration, angular velocity, and magnetic field mea-
surements. These can be utilized along with the magnetometers located

on the solar panels for the B-Dot de-tumble algorithm. The D3 board
will interface with the battery, EPS, GPS, and radio using the PC104
headers. Fig. 11 shows the header pin configuration for the D3 board
based on the interfacing requirements specified by the manufacturers of
the other avionics.

4.5. Mass, power, and financial budgets

Table 1 shows the mass, power, and cost of each of the aforemen-
tioned spacecraft components. These values are given by the manu-
facturers for COTS components and are estimated based on the current
stage of the design process for custom-made parts.

5. Ground station

The UHF/VHF ground station operated by the Space Systems Group
at the University of Florida will be utilized for this mission. The satellite
will operate in the UHF frequency in a half-duplex mode and will
transmit data at 9600 bits/second. The ground station has already been
used for the CHOMPTT CubeSat mission and by the time the D3 laun-
ches, the station will also have been used for the SwampSat II mission.
This will reduce risk and ensure that the ground station is working
properly for the D3 mission. The ground station will need to be capable
of sending several basic commands to the satellite including:

• Reset microcontroller

• Update software

• Update F10.7 and AP solar and geomagnetic indices for density
forecasting

• Target desired de-orbit location

• Follow pre-defined guidance trajectory

• Change operation mode (normal, debug, bare-bones)

• Manual boom deployment profile

Fig. 14. D3 CubeSat with solar panels.

Fig. 15. D3 CubeSat without side solar panels.

Fig. 16. CubeSat structure with D3.
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• Request telemetry

• Update BDOT and LQR controller gains

In addition to sending down acknowledgments and status indicators
in response to all received ground station commands, the satellite will
need to collect and send telemetry to the ground station upon request.
This telemetry will include the following information at multiple points
in time.

• Battery voltage

• Solar panel voltages

• Boom deployment levels

• GPS position and velocity estimates

• Magnetometer readings

• Motor and magnetorquer usage history

• Any relevant error codes

• Current guidance trajectory

6. Design analysis and simulations

6.1. Power analysis

AGI's System's Toolkit (STK) was utilized to determine the angle of
the sun with respect to each face of the satellite at each point in time.
For each solar panel, the produced power was calculated (Eq. (20)) in
terms of the maximum achievable power (Pmax) and the angle θ between
the solar panel surface normal vector and the sun vector.

=P P θcos( )max (20)

A power analysis is included for a space-station orbit (400 km cir-
cular at 51.9° inclination) where the orbit angular momentum vector is
perpendicular to the sun vector as shown in Fig. 17. This orbit re-
presents a worst case scenario for power generation because it results in
the maximum exposure of the 1U CubeSat faces to the sun and the
minimum exposure of the 2U faces. This results in the lowest power
generation because only one of the 1U faces has a solar panel and that
panel generates only half the power of the 2U panels. Note that for the
2U side panels, =P W4.24max and for the 1U top panel, =P 2.12 Wmax .
The average power generation and total energy generated by each solar
panel over the course of an orbit (5554 s) is shown in Table 2 and the
power generation over time profile of each panel is shown in Fig. 18.
Each solar panel is defined based on the spacecraft body axis (see Fig. 1)
that the normal vector of that panel aligns with. For example, the -x
panel normal vector is aligned opposite the spacecraft body frame x-
axis. Recall that this analysis represents a worst-case scenario for power
generation. When the same power analysis was conducted for a sce-
nario where the orbit angular momentum vector was as close as pos-
sible to parallel with the sun vector (right ascension shifted by 90° for
orbit in Fig. 17), the average power generation was 3.83W. Ideally, the

deployment level of the drag device will be planned such that when it is
time to begin the re-entry point targeting algorithm (about 2 weeks
before de-orbit), the satellite will be in a maximum power orbit. Even if
this is not possible, however, Table 1 shows that the expected orbit-
averaged power consumption will remain under 2W. Fig. 18 shows that
the satellite will never be without power generation for more than an
hour at any given time, so the 20 WHr battery should be sufficient for
this mission and will not drain as long as the average power con-
sumption is less than the average power generation. As a precaution
however, logic will be built into the EPS and master micro-controller to
reduce the electrical load if battery charge drops below 50%.

6.2. Link analysis

AGI's Systems Toolkit (STK) was utilized to assess the ability to
communicate with the satellite from the ground station. For the pur-
pose of a worst case analysis, an isotropic ground antenna and the worst
case antenna gain of -1dBi were considered. Atmospheric refraction and
light travel time effects were also taken into account in the STK cal-
culation. In this scenario, even when the spacecraft was located at an
elevation of 5° from the ground station in a 600 km circular orbit (ab-
solute worst case communication scenario), the signal to noise ratio was
10.8 dB with 1 Watt of RF output power (3 Watt power draw) and the
bit error rate was −1x10 6 using a 9600 bits/s downlink with GMSK
modulation. With 2W RF output power (5W power draw), the signal to
noise ratio was 12 dB and the bit error rate was −2.2x10 12. With such a
high link margin even in the worst case scenario, the team can be
reasonably sure that it will be possible to reliably communicate with the
satellite at any point where the satellite is in view of the ground station.

Table 1
Table of CubeSat components with masses and power usages.

Component Mass (g) Avg Power User (mW) Cost (USD)

Clyde Space 3rd Generation EPS 86 160 4900
Clyde Space 20 WHr Battery 256 0 2700
Clyde Space CPUT UTRX Half Duplex Radio 90 250 RX, 4000TX, 333 avg with 30min daily TX 8850
ISISpace Turnstile Antenna System 30 0 6891
D3 Deployers 1100 200 avg (20% duty cycle), 16400 peak 2000
D3 Magnetorquers 101 Variable, max 1000 during de-tumble 100
Beaglebone Black Master CubeSat and D3 Micro-controller 24 1000 100
DHV Technologies Custom Solar Panels (four 2U side panels, one 1U top panel) 400 total 4240 max gen. for 2U panels and 2120 max. gen. for 1U panel 26000
1U Clyde Space Structure 200 0 3550
D3 Adapter Stage 200 0 200
SkyFox piNav-NG GPS Unit 100 139 9624
SkyFox piPATCH GPS Antenna 25 100 2238
Totals 2612 1932 average continuous use 67153

Fig. 17. Orbit with lowest power generation.
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6.3. Thermal analysis

The largest thermal concern in this mission is associated with the D3
device, specifically with the deployed booms. If untreated, the booms
will have a solar absorptivity of 0.39 and emissivity of 0.11, resulting in
maximum temperatures over 180 °C. This would be unacceptably hot
and may cause thermal warping of the booms or overheating of the
boom deployment electronics. To remedy this, the booms will be
treated with Insta-Blak SS-370 which creates a black oxide coating and
should yield an absorptivity to emissivity (A/E) ratio of close to one.
This will result in boom temperatures between −94 and 68 °C which is
acceptable [15]. Several boom samples made of Austenitic 316 stainless
steel were treated with various concentrations of Insta-Blak and are
ready for optical testing to verify the A/E ratio. Exposed aluminum
elements of the D3 device will be anodized to achieve an A/E ratio of
0.8, which yields acceptable temperatures. A plot of the expected
temperatures over time (after treatment) of the D3 booms and alu-
minum D3 shells is shown in Fig. 19.

All CubeSat avionics except the D3 board are COTS components
with spaceflight legacy. Though the D3 board is made in house, the
BeagleBone Black Industrial microcontroller has space flight legacy and
has an operating temperature range of −40 to 85 C, so no significant
thermal issues are expected. Future work will include more detailed
thermal modelling and analysis of the entire spacecraft with all

components included.

6.4. Launch and structural analysis

Currently, the team plans to deploy the D3 CubeSat from the
International Space Station via NanoRacks [24]. NanoRacks payloads
are stored in the pressurized sections of ISS resupply vehicles, many of
which are designed to carry astronauts. This means that the launch
vibrational loads are quite low compared to other rideshare opportu-
nities. However, in order to maximize the possibility of obtaining a
launch, the CubeSat was designed to handle the most rigorous launch
vibrational load of any vehicle currently offering CubeSat deployment.
The CubeSat structure with a complete D3 device, including all four
booms and magnetorquers, has been vibration tested to 9.6 GMRS in a
PPOD CubeSat deployer and passed the post-vibration functional
testing with no observed damage or issues.

7. Software development plan

The 2U spacecraft will host the high performance (1 GHz)
BeagleBone Black processor which runs a Debian Linux operating
system. Because Linux is a multi-tasking operating system, all software
processes necessary to operate the spacecraft can run simultaneously
without the need for multiple microcontrollers. As such, the flight
software will consist of the following modules running independently
on the Beaglebone using the Robot Operating System (ROS) framework:

• Command and data handling module to communicate with and
route signals between all other modules

• Guidance generation module to compute trajectory that must be
followed to de-orbit in desired location

• Guidance tracking module to compute D3 deployment variations
necessary to track the guidance

• Attitude control module to read magnetometer data and command
magnetorquers for de-tumble

• Communication module to send and receive signals from commu-
nication radio

• D3 deployer control module to actuate D3 to get desired boom de-
ployment levels

A diagram of all relevant software modules, the connections be-
tween them, and the hardware that they interface with is shown in
Fig. 20.

To ensure reliability and clarity of the code, all software modules
will be written in object-oriented Python 3, with computationally in-
tensive modules such as the guidance generation module written in C+
+. Test drivers will be written to verify the integrity of all module
functions.

Even in low Earth orbit, high energy protons and electrons can

Table 2
Worst case power and energy generation per orbit for each solar panel.

Panel +x +y +z -x -y -z Total

Orbit-Averaged Power Generation
(W)

.09 1.35 0.46 .13 0.00 .00 2.02

Energy Generated per Orbit (J) 476 7484 2532 745 0 0 11237

Fig. 18. Power generation by each panel over time.

Fig. 19. D3 component temperatures over time.
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cause single event upsets such as bit flips which can cause a micro-
controller to operate incorrectly. Often, these upsets can be corrected
by resetting the microcontroller. To perform this reset when necessary,
the master command and data handling module will periodically send a
pulse to one of the BeagleBone's GPIO pins that is connected to a
watchdog timer. If the watchdog timer does not receive a pulse after a
certain period of time, it will send a signal to reset the BeagleBone. This
ensures that the BeagleBone can be reliably reset even if the processor
completely locks up. Additionally, the CPUT UTRX radio has digital
DTMF (Dual-Tone-Multi-Frequency) pins whose voltages are set di-
rectly by the radio based on signals received from the ground. One of
these pins will be tied to the reset pin on the BeagleBone so that a reset
can be manually commanded even if the BeagleBone processor mal-
functions in a way that does not trigger the watchdog timer.

8. Mission operations and evaluation

This section discusses the operations the satellite will undergo
during the mission and the methods for assessing the success level of
the mission.

8.1. Mission operations concept

The D3 mission officially begins when the CubeSat is deployed into
space and the inhibit switches are released, allowing the satellite to
power on. The satellite will immediately begin collecting solar power to
charge its internal batteries. After the mandatory post-deployment
waiting period (usually 30min), the CubeSat will begin telemetry col-
lection and if there is sufficient power available, will deploy the com-
munication antennas. If there is not sufficient battery charge, the sa-
tellite will wait until there is enough power to deploy the antennas
before doing anything else. After antenna deployment, the CubeSat

Fig. 20. Software block diagram.

Fig. 21. D3 mission concept of operations.
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begins transmitting a beacon with basic telemetry information. This
beacon will help identify the location and health of the CubeSat even if
communication up to the satellite is not functioning. After antenna
deployment, if there is sufficient power, the CubeSat will utilize the
BDot de-tumble controller to reduce its angular velocity to a certain
threshold below which the booms can be safely deployed. Once the
booms have been deployed and the attitude of the spacecraft has sta-
bilized, the mangetorquers can be turned off to save power. The sa-
tellite will remain in the maximum drag configuration (booms fully
deployed) until it is at a semi-major axis just high enough to provide
sufficient maneuvering capabilities to target any point on the Earth
with latitude below the orbit inclination. At this point, the guidance
generation algorithm will be activated and will compute a drag profile
and corresponding numerically propagated trajectory (guidance) that if
followed, will lead the satellite to the desired re-entry location. The
tracking algorithm will then be utilized to actively modulate the D3
deployment levels to ensure that the spacecraft follows this guidance
despite uncertainties in the aerodynamic drag force. While the tracker
is running, the guidance can be periodically updated to account for
changes in the density forecasts and drifts from the initial guidance. The
mission will terminate when the CubeSat re-enters the atmosphere,
hopefully in the desired location. The mission phases and the conditions
to go from one phase to the next are outlined in Fig. 21. The spacecraft
will have on-orbit software update capabilities, so if any issues arise,
ground operators can diagnose them and upload software patches. The
current plan is to deploy the CubeSat from the International Space
Station via NanoRacks [24], so the CubeSat is designed to conform to

the NanoRacks payload specifications. The team has applied to the
CubeSat Launch Initiative (CSLI) to secure funding for a launch and
deployment through NanoRacks. Because the CubeSat will be deployed
from the space station, the orbit will naturally decay within a few
months, even if the booms do not deploy. At the end of its life, the
CubeSat will re-enter the atmosphere, and all components will burn up
on re-entry, preventing the CubeSat from being a hazard to ground or
space assets.

8.2. Mission success criteria

The goal of the mission is to demonstrate targeted re-entry using
aerodynamic drag. However, even if this objective is not successful,
other useful technology demonstrations may still be completed in-
cluding demonstrations of drag device deployment and operation in
space, passive attitude stabilization, and orbital maneuvering using
aerodynamic drag. Fig. 22 shows the contribution to overall mission
success of the partial or total fulfilment of each of these objectives. For
example, if the D3 deployed and yielded the expected drag area and
orbit lifetime but none of the other objectives were met, the mission
would be considered 30% successful. If, the D3 deployed as expected
and stabilized the spacecraft but could only track a trajectory within
110 km and the satellite failed to de-orbit in the desired location, the
overall mission success level would be 60%. If all objectives were met
but tracking of the CubeSat was lost at 110 km altitude and the ex-
pected position at 90 km altitude had to be estimated via simulation,
the final objective in Fig. 22 would yield a 25% (instead of 30%)

Fig. 22. D3 mission success criteria.
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contribution to the overall mission success. All other objectives would
yield the maximum contribution to mission success level yielding an
overall mission success of 95%. The percentages of mission success
associated with each mission objective and the methods of computing
the success of each objective were developed in collaboration with the
initial project sponsors at the Kennedy Space Center based on what they
hoped to gain from this mission.

8.3. Failure analysis and risk mitigation

To minimize the potential for on-orbit failures, COTS TRL9 com-
ponents (those with space legacy) have been utilized wherever possible.
As a result, the most probable on-orbit failures are associated with in-
house components, namely the D3 device, D3 control board, and flight
software. Table 3 lists potential on-orbit failures, the possible detri-
mental effects of each failure, and the mitigation strategy for each
failure.

9. Conclusions

This paper presents a set of re-entry point targeting algorithms that
enable a spacecraft to re-enter in a desired location solely by mod-
ulating its ballistic coefficient. Also discussed is the design of the re-
tractable Drag De-Orbit Device (D3) and the D3 CubeSat mission which
will involve a 2U, D3-equiped CubeSat that will actively modulate the
D3 to autonomously control its re-entry location. The CubeSat will use
commercially available TRL 9 components for the avionics, antennas,
and structure with only the D3 device, structural interface adapter, and
D3 control board built in-house. The D3 board, though custom-made,
will use a high performance BeagleBone Black processor that has space
legacy and is a TRL9 component. The use of space-tested components
will increase the reliability of the satellite and the chance of mission
success. After launch, the spacecraft will demonstrate the operation of
the drag device, orbital maneuvering using aerodynamic drag, passive
attitude stabilization using aerodynamic and gravity gradient torques,
and finally, controlled re-entry using aerodynamic drag.
Aerodynamically controlled re-entry methods are an efficient alter-
native to propulsive de-orbit burns for satellites that must de-orbit away
from populated areas. These methods can be used to save fuel when de-
orbiting spent launch vehicle upper stages and could also be employed
for propellant-free sample return from the International Space Station.
After a successful mission, the D3 device and control algorithms will

hopefully become standard tools for spacecraft attitude, orbit, and de-
orbit control.
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