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David Pérez a,n, Riccardo Bevilacqua b

a Mechanical, Aerospace and Nuclear Engineering Department, Rensselaer Polytechnic Institute, JEC 1034 110 8th Street Troy, NY 12180, USA
b Mechanical, Aerospace and Nuclear Engineering Department, Rensselaer Polytechnic Institute, JEC 5048 110 8th Street Troy, NY 12180, USA
a r t i c l e i n f o

Article history:

Received 3 May 2012

Received in revised form

28 August 2012

Accepted 15 September 2012

Keywords:

Differential drag

Adaptive Lyapunov control
65/$ - see front matter & 2012 Elsevier Ltd. A

x.doi.org/10.1016/j.actaastro.2012.09.005

esponding author. Tel.: þ1 518 276 3191;

518 276 2623.

ail addresses: perezd3@rpi.edu (D. Pérez),
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a b s t r a c t

This paper introduces a novel Lyapunov-based adaptive control strategy for spacecraft

maneuvers using atmospheric differential drag. The control forces required for rendez-

vous maneuvers at low Earth orbits can be generated by varying the aerodynamic drag

affecting each spacecraft. This can be accomplished, for example, by rotating dedicated

sets of drag panels. Thus, the relative spacecraft motion can be controlled without using

any propellant since the motion of the panels can be powered by solar energy. A novel

adaptive Lyapunov controller is designed, and a critical value for the relative drag

acceleration that ensures Lyapunov stability is found. The critical value is used to adapt

the Lyapunov controller, enhancing its performance. The method is validated using

simulations. The results show that the Adaptive Lyapunov technique outperforms

previous control strategies for differential drag based spacecraft maneuvering.

& 2012 Elsevier Ltd. All rights reserved.
1. Introduction

This paper presents a novel adaptive Lyapunov control
strategy to perform spacecraft rendezvous maneuvers at
low Earth orbits (LEO), exploiting atmospheric differential
drag forces. Leonard ([1]) introduced an alternative method
for generating the control forces required by the rendezvous
maneuvers at LEO. This method consists of varying the
aerodynamic drag experienced by different spacecraft, thus
generating differential accelerations between them. The
interest towards this methodology comes from the decisive
role that efficient and autonomous spacecraft rendezvous
maneuvering will have in future space missions. In order to
increase the efficiency and economic viability of such
maneuvers, propellant consumption must be minimized.
Employing the differential drag based methodology allows
for virtually propellant-free control of the relative orbits,
since maneuverable dedicated drag surfaces can be powered
ll rights reserved.
by solar energy. The ORBCOMM constellation formation
keeping ([2]) is the first application of these ideas, while,
the JC2Sat project developed by the Canadian and Japanese
Space Agencies ([3–5]) is an envisioned application of these
ideas. Moreover, control of space rendezvous maneuvers is
an increasingly important topic given the potential for its
application for on-orbit maintenance missions. NASA targets
the development of such missions through its Satellite
Servicing Capabilities Office ([6]).

The variation in the drag can be induced, for example, by
closing or opening flat panels attached to the spacecraft,
hence effectively modifying its ballistic coefficient. The
reference frame commonly employed for spacecraft relative
motion representation is the local vertical local horizontal
(LVLH) reference frame, where x points from Earth to the
reference satellite (virtual or real), y points along the track
(direction of motion), and z completes the right-handed
frame (see Fig. 1). In such a frame, a target and a chaser
spacecraft are envisioned, and the following three cases for
the configurations of the panels are considered (see Fig. 1):
1.
 All the panels of the chaser are deployed generating
the maximum possible drag while those of the target
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Fig. 1. Drag panels concept to generate differential drag (adapted from Ref. [7]).
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are not deployed to achieve the opposite, hence gen-
erating a negative acceleration of the chaser relative to
the target.
2.
 All the panels of the target are deployed generating the
maximum possible drag while those of the chaser are
not deployed to achieve the opposite, thus generating
a positive acceleration of the chaser relative to the
target.
3.
 Both chaser and target have a couple of panels
deployed, which means that there is no relative accel-
eration between the spacecraft. This can be also
achieved by having both spacecraft closing all of their
panels.

Atmospheric differential drag is expected to provide
an effective control only in the orbital plane (x and y);
for this reason we will limit our discussions to the
in-plane motion, assuming that no out-of-plane (z)
motion is present, or that it is controlled with different
means.

The magnitude of the differential drag acceleration
fluctuates during the maneuver as the spacecraft encoun-
ters regions of the thermosphere with different atmo-
spheric densities. In the thermosphere, atmospheric
density can change significantly due to solar and geomag-
netic activities. These variations are difficult to model and
measure accurately on board; hence, robust control stra-
tegies must be designed to increase the reliability of
spacecraft maneuvering using differential drag.

The problem of designing a control system for the ren-
dezvous maneuver using differential drag becomes the
problem of designing a real-time logic to command
the closed and open positions for the flat panels, with
the intent of forcing the satellites to follow the desired
rendezvous trajectory, or simply regulate to a final
desired state (rendezvous). The sought-for logic needs to
be based on the assumption that the control is either
positive maximum, negative maximum, or zero (Fig. 1)
neglecting the time required by the panels to rotate.
This logic is here designed using a Lyapunov approach.
In essence, a Lyapunov function of the tracking error is
selected, and the control signal is chosen so that the
tracking error converges to zero (i.e., the first order time
derivative of the Lyapunov function is negative), thus, the
nonlinear dynamics of the system are forced to follow a
desired trajectory. This significantly simplifies the control
problem, since the desired trajectory can be designed
using controlled linear dynamics approximating the rea-
lity of spacecraft relative motion. The method proposed
here builds upon and improves previous work presented
and tested in Refs. [7–9].

In particular, a stable linear reference model is intro-
duced; this model tracks the desired rendezvous
trajectory. The Lyapunov controller can then be used to
either directly track the desired trajectory or track the
dynamics of the linear reference model. In this work
the Lyapunov controller is directly tracking the final
desired position, that is the zero relative position and
velocity between chaser and target spacecraft, which is
the rendezvous condition. The stable linear reference
model is still needed for the regulation case, even if
the linear reference is not tracked. In fact, the linear
stable model enables the definition of the correct
Lyapunov function that in turns drives the nonlinear
dynamics to behave in a desired fashion in terms of time
response.

In order to enhance the performance and robustness of
the Lyapunov controller, a way of adapting the Lyapunov
function, in terms of the drag acceleration critical value
necessary for stability, is developed. The definition of
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appropriate Lyapunov functions is a challenge that varies
from problem to problem, and a widely studied theory
exists ([10–12]). In this work, we define a quadratic
Lyapunov function of the tracking error, and we change
its positive definite matrix in an adaptive fashion, effec-
tively changing the Lyapunov function in real time to
achieve the best performances during the rendezvous
maneuvers. The adaptation is achieved through analytical
expressions giving the dependence of the differential drag
acceleration critical value from the chosen stable linear
model. By means of these relationships, the differential
drag critical value is maintained minimal during the
maneuver, achieving the best possible control authority
margin in real time. All the derivatives necessary to obtain
the analytical results are computed and presented in
the paper.

The foremost contributions of this work are:
1)
 An analytical expression, for the differential drag
acceleration critical value, that ensures stability in
the sense of Lyapunov for the system.
2)
 Analytical expressions for the partial derivatives of the
critical value of the differential drag acceleration in
terms of Q (Lyapunov equation matrix), and Ad (refer-
ence linear dynamics matrix).
3)
 A control strategy, based on the Lyapunov approach,
for two spacecraft rendezvous using differential
drag, which uses adaptation to choose in real time an
appropriate positive definite matrix P in a quadratic
Lyapunov function.
4)
 Demonstration of feasibility of the approach via Satel-
lite Tool Kit (STK) numerical simulations.
5)
 Assessment of the performances of the designed adap-
tive Lyapunov control strategy in terms of the duration
of the rendezvous maneuver and the number of
switches in the differential drag (control effort),
in comparison with the non adaptive Lyapunov control
strategy previously presented by the authors in
Ref. [9].
6)
 Overall, this paper provides a valuable strategy that
can be implemented onboard real spacecraft, even
small spacecraft with limited computing capabilities.
In fact, the adaptive Lyapunov-based control metho-
dology does not require numerical iterations and can
run in real time, requiring onboard measurements that
would be available during flight.
The paper is organized as follows. Section 2 introduces
the concept of atmospheric differential drag and its
mathematical expression. Section 3 illustrates the space-
craft relative motion linear and nonlinear dynamics
employed in the following developments. Section 4 is
dedicated to the Lyapunov function definition, the panels’
activation strategy, as well as the analytical derivatives of
the differential drag critical value with respect to the
independent variable matrices. In Section 5 such deriva-
tives are used to create the novel adaptive Lyapunov
controller. Section 6 validates the approach via Satellite
Tool Kit numerical simulations, and Section 7 draws the
conclusions.
2. Differential drag

The drag acceleration experienced by spacecraft at LEO
is a function of the atmospheric density, atmospheric
winds, velocity of the spacecraft relative to the medium,
and the geometry, attitude, drag coefficient and mass of
the spacecraft. The interdependence of these parameters
(e.g., the drag coefficient is affected by the temperature of
the medium which also determines the density of the
medium) and the lack of knowledge in some of their
dynamics make the modeling of the drag force a challen-
ging and still largely unsolved problem. This results in
large uncertainties regarding the control forces available
for maneuvers using drag forces. Consequently the control
systems used for drag maneuvers must be able to cope
with these uncertainties.

The aerodynamic acceleration experienced by a space-
craft is typically decomposed into the lift (lift forces
are negligible at LEO) and drag forces, the latter usually
expressed as:

ad ¼
1
2rBCv2

s ð1Þ

where r is the atmospheric density, vs is the velocity of
the spacecraft relative to the atmospheric particles. The
ballistic coefficient BC is given by:

BC ¼
CDA

m
ð2Þ

where CD is the drag coefficient of the spacecraft, A is the
cross-wind surface area of the spacecraft and m is the
mass of the spacecraft.

Using Eq. (1), the magnitude of the relative accelera-
tion caused by the differential aerodynamic drag for the
spacecraft system (target and chaser) is given as:

aDrel ¼
1
2rDBCv2

s ð3Þ

where DBC is the difference in ballistic coefficients between
the target and chaser. See Fig. 1.

In the thermosphere, the solar activity creates large
variations of temperature, which drive variations of the
atmospheric density. These variations produce significant
changes in the available magnitude of drag acceleration
for a given ballistic coefficient.

3. Linear reference and nonlinear models

Hill’s groundbreaking work on lunar motion ([13]),
which described the motion of the Moon relative to the
Earth, was the first study on the relative motion of bodies
in space. Afterwards, inspired by Hill’s work, Clohessy and
Wiltshire ([14]) developed a linear model, which des-
cribes the motion of a chaser spacecraft relative to a
target spacecraft. This model has been widely used in
applications involving low thrust proximity maneuvers.
Unfortunately, this model does not account for the differ-
ential effects on the spacecraft motion due to nonlinea-
rities such as the J2 perturbation, caused by the Earth’s
flattening. The effect of the J2 perturbation and other
nonlinearities is more significant in maneuvers with
longer times of execution such as those performed using
differential drag. For this reason the use of a linear model
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that partially accounts for averaged effects of these non-
linearities is desired, as the one described in the following
section. The model described in the following section is
used for the derivation of the Lyapunov controller.

3.1. Linear reference model

A linearized model which represents the relative
motion of spacecraft under the influence of J2 was devel-
oped by Schweighart and Sedwick ([15]). Adding the
control acceleration vector (u) to the Schweighart and
Sedwick equations, the following system of linear differ-
ential equations in the LVLH frame is obtained.

_xd ¼AxdþBu, A ¼

02x2 I2x2

b 0

0 0

0 a

�a 0

2
64

3
75, B ¼

0
0
0

1

2
6664

3
7775,

xd ¼

xd

yd

_xd

_yd

2
66664

3
77775, a¼ 2nc, b¼ 5c2�2

� �
n2,

c¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

3J2R

8rt
2

1þ3 cos 2itð Þ½ �

s
, d¼

ffiffiffiffiffiffiffiffiffiffiffiffi
a2�b

p
ð4Þ

where n is the mean motion of the target, J2 is the second
zonal harmonic, R is the Earth mean radius, rt is the
target’s orbit radius and it is the target’s inclination. The
control action is only along the y direction, see Fig. 1.

Since the dynamics of the Schweighart and Sedwick
model are unstable, a linear quadratic regulator (LQR)
feedback controller is used to stabilize them and obtain
the necessary linear model for Lyapunov developments.
The resulting reference model is described by:

_xd ¼AdxdþBud, Ad ¼ A�BK , ud ¼K xt ð5Þ

where K is a constant matrix found by solving the LQR

problem for the Schweighart and Sedwick model, thus
ensuring Ad to be Hurwitz, and xt is the desired guidance.
The QLQR matrix and RLQR value used to solve the LQR

problem are:

Q
LQR
¼ I4x4, RLQR ¼ 1:5� 1018

ð6Þ

The state vector xd is the desired reference trajectory,
and control action is along the y direction only (since the
drag force acts always opposite to the direction of
motion). This stable linear reference system can be
regulated or forced to track a desired guidance trajectory.

3.2. Nonlinear model

The dynamics of spacecraft relative motion are non-
linear due to effects such as the J2 perturbation, and the
nonlinear variations on the atmospheric density at LEO.
The adaptive Lyapunov-based approach suggested here
intends to cope with these unmodeled effects, by minimiz-
ing the differential drag critical value at all times. In this
section the model that will be used for the nonlinear
dynamics is presented. The general expression for the real
world nonlinear dynamics, including nonlinearities such as
the J2 perturbation, is defined as:

_x ¼ f ðxÞþBu, x¼ x y _x _y
h iT

, u¼

aDrel

0

�aDrel

8><
>: ð7Þ

where aDrel acts along the y direction only, as explained
earlier. All the nonlinearities are accounted for in the
nonlinear function f(x). For the development of the Lyapu-
nov controller f(x) is assumed to be a function of the
spacecraft position only, and is assumed (for a single
spacecraft in the inertial frame) to be:

f rð Þ ¼
�mr

r3
, r ¼ xin yin zin

h iT
ð8Þ

where r is the position vector of the spacecraft in the
inertial frame, r is its magnitude and m is the gravitational
parameter.

4. Lyapunov approach

In this section, the nonlinear adaptive control law based
on the Lyapunov approach is described. The approach is
inspired by previous work from one of the authors ([8])
and was further developed by the authors in Ref. [9].

A Lyapunov function is defined as:

V ¼ eT Pe, e¼ x�xd, _e ¼ _x� _xd ð9Þ

where P is a positive definite matrix, e is the tracking
error vector, x and xd are defined as the actual spacecraft
relative state vector and the reference state vector,
respectively. The first order time derivative of the Lyapu-
nov function can be manipulated to obtain:

_V ¼ eT Ad
T PþPAd

� �
eþ2eT P f ðxð Þ�AdxþBaDrelû�BudÞ:

ð10Þ

where û is the command sent to the panel actuators. If the
matrix Ad is Hurwitz, a symmetric positive definite matrix
Q is chosen such that the Lyapunov equation (11) is
satisfied. For this reason the reference model must be
stable, which is the case for the stabilized Schweighart
and Sedwick model shown in Eq. (5). For a given set of
matrices Q, and Ad the following Lyapunov equation must
be solved to find P.

�Q ¼AT
dPþPAd ð11Þ

Choosing a symmetric positive definite Q matrix, results
in the following expression for the time derivative of the
Lyapunov function:

_V ¼�eT Q eþ2D ð12Þ

where D is given by:

D¼ bû�d ð13Þ

and b, d and û are given by the following expressions:

b¼ eT PBaDrel, û¼

1

0

�1

8><
>: ð14Þ

d¼ eT P Adx�f ðx
� �

þBudÞ ð15Þ
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The three states for û represent the commands: all
panels open on chaser and all closed on target (�1), no
differential between spacecraft, i.e., same panels deployed
or no panels deployed on both spacecraft (0), and the
opposite of the first configuration, i.e., all panels open on
target and all closed on chaser (1).

Eqs. (10), (12) and (15) represent the case in which the
nonlinear system is tracking the reference model (state
vector x tracks xd); however, if the nonlinear system,
directly tracks a desired guidance (xt), Eqs. (10), (12) and
(15) simplify to:

_V ¼ 2eT P f ðxð Þ� _xtþBaDrelûÞ ¼ 2D, d¼ eT P _xt�f ðxð ÞÞ ð16Þ

Furthermore, if the desired guidance is assumed to be a
constant zero state vector, (the controller acts as a regu-
lator), which is the desired final state for a rendezvous
maneuver (zero relative position and velocity between
chaser and target), Eqs. (10), (12) and (15) are reduced to:

_V ¼ 2eT P f ðxð ÞþBaDrelûÞ ¼ 2D, d¼�eT Pf ðxÞ ð17Þ

It must be mentioned that even though the matrices Ad

and Q are not present in Eqs. (16) and (17), they still affect
the behavior of _V since they are used to obtain P. This
causes the matrix P to still contain information on the
linearized dynamics of the system initially contained in
matrix Ad. The P matrix enforces certain relationships
among the system’s states, and also weights their con-
tribution within the Lyapunov function, in such a way to
obtain a desired controlled relative motion between the
two spacecraft. The characteristics of this desired motion
(e.g., time response) are chosen by selecting the linear
dynamics.
4.1. Drag panels activation strategy

Guaranteeing Dr0 would imply that the tracking error
(e) converges to zero, since the term involving Q is already
negative. In other words, as long as Dr0, the system
dynamics of the spacecraft will converge to the desired
state. However, since the control variable û does not affect
d, the system cannot be guaranteed to be Lyapunov stable
for the chosen Lyapunov function if d is positive, and has a
higher magnitude than b. The magnitude of b is linearly
dependent on the atmospheric density r, which indicates
that if r is too small the system is unstable since b will not
have a magnitude large enough to overcome a positive
value of d of greater magnitude. In other words, the motion
of the spacecraft cannot be controlled if r is not large
enough, that is, there is not enough control authority (not
enough drag force for controlling the spacecraft motion).

The activation strategy for the control (as proposed in
Ref. [9]) is designed such that the chosen value of û forces
the product bû to be negative, thus û can be expressed as:

û¼�signðbÞ ¼�sign eT PB
� �

ð18Þ

Due to the low magnitude of the relative accelerations
that are attainable at LEO, this activation strategy is
applied every 10 min. This allows for lower frequencies
of actuation and for the drag forces to have enough time
to change the orbits of the spacecraft. Note that all the
components in the above activation strategy would be
available in real time onboard the spacecraft.

4.2. Critical value for the magnitude of differential drag

acceleration

As it can be seen in Eqs. (12) and (13), the control
signal û is only present in one of the three elements
constituting _V . Consequently, this element, namely the
product bû, is the only one that can be used to influence
the behavior of _V which must be always negative to
insure that the system is stable in the sense of Lyapunov.
This suggests that there must be a minimum value for
aDrel that allows for _V to be negative for given values of
b and d, since aDrel influences the magnitude of the
product bû. This value is found analytically by solving
the following inequality:

0ZeT PBaDrelû�d ð19Þ

which results from the inequality Dr0. Solving this
expression for aDrel yields:

aDrelZ
d

9eT PB9
ð20Þ

The absolute value comes from replacing the û for
�sign(eTPB). This inequality indicates that if the differ-
ential drag acceleration between the spacecraft is larger
than the right hand side of the inequality, the derivative
of the Lyapunov function will be negative, and conse-
quently the tracking error will go to zero. The right hand
side of the inequality then constitutes an analytical
critical value for the magnitude of the differential drag,
which can be calculated in real time during the maneuver,
and it provides a proxy value for the necessary atmo-
spheric density to ensure stability for the controller. This
lower bound or critical value is defined as:

aDcrit ¼
d

9eT PB9
¼

eT P Adx�f ðx
� �

þBudÞ

9eT PB9
ð21Þ

For the simplest case in which the controller acts as a
regulator (see Eq. (17)) Eq. (21) becomes:

aDcrit ¼
eT Pf ðxÞ

9eT PB9
ð22Þ

As it can be observed from Eq. (22), the critical aDcrit

depends on the tracking error vector e and the matrices
P and B for the cases in which the nonlinear system is
directly tracking the desired guidance or being regulated.
B, and e cannot be changed by design; however, the
matrix P, (determined in Eq. (11)) depends only on the
matrices Q, and Ad, which are chosen provided that they
satisfy some requisites, namely, Q being symmetric posi-
tive definite and Ad being Hurwitz and being an approx-
imation of the system dynamics.

4.3. Matrix derivatives

Choosing appropriate values for the entries of Q and Ad

will unequivocally modify the behavior of aDcrit. To gain a
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better understanding of the relationship between the entries
of matrices Q and Ad and aDcrit, the partial derivatives of aDcrit

in terms of the matrices Q , and Ad are calculated.
The development of these partial derivatives requires

the definition the following four matrix derivative repre-
sentations defined in Ref. [16] (Eqs. (23), (26)–(28)):

@Y

@X
¼ Y , X ¼

Y ,X11

� �
. . . Y ,X1n

� �
^ & ^

Y ,Xn1

� �
� � � Y ,Xnn

� �
2
64

3
75 ð23Þ

Eq. (23) shows the general representation for the
partial derivative of an n-by-n matrix Y in terms of the
n-by-n matrix X.

A very useful operator when dealing with matrix
derivatives is the vec operator which for an n-by-n Z
matrix is defined in Ref. [16] as:

vec Z
� �
¼ Zv ¼ Z11 � � � Zn1 � � � Z1n � � � Znn

� �T
ð24Þ

Its inverse operator is defined as:

unvec Zvð Þ ¼ Z ¼

Z11 . . . Z1n

^ & ^

Zn1 � � � Znn

2
64

3
75 ð25Þ

The following different representations of the general
matrix derivative can be used for finding complicated
derivatives (matrix derivative chain rule, matrix deriva-
tive product rule, etc.):

@Yv

@Xv
¼ vec Y

� �
,vec X

� �
¼

vec Y
� �� �T

,X11

^

vec Y
� �� �T

,Xn1

^

vec Y
� �� �T

,X1n

^

vec Y
� �� �T

,Xnn

2
66666666666664

3
77777777777775

ð26Þ

@Yv

@X
¼ vec Y

� �
,X ¼

vec Y
� �

,X11

� �
. . . vec Y

� �
,X1n

� �
^ & ^

vec Y
� �

,Xn1

� �
� � � vec Y

� �
,Xnn

� �
2
64

3
75
ð27Þ

@½Yv�
T

@X
¼ ½vec Y

� �
�T ,X ¼

½vec Y
� �
�T ,X11

� �
. . . ½vec Y

� �
�T ,X1n

� �
^ & ^

½vec Y
� �
�T ,Xn1

� �
� � � ½vec Y

� �
�T ,Xnn

� �
2
664

3
775

ð28Þ

where the vectors Yv and Xv are the vectorized (vec)
versions of the matrices Y and X. By observing the
representations in Eqs. (26)–(28), it is readily concluded
that these three matrix derivatives, containing vectorized
forms of the matrices X and Y, contain the same entries as
the general matrix derivative (Eq. (23)), but organized in
different structures. By rearranging the entries in these
three matrix derivatives, it is possible to obtain the
original matrix derivative.

Three reversible transformations from the representa-
tions in Eqs. (26)–(28) to the general matrix derivative
representation in Eq. (23) are defined as follows:
�
 Transformation 1:

@Y

@X
¼ T1

@Yv

@Xv

	 

ð29Þ

Input: n2-by-n2 matrix Yv,Xv.

Output: n2-by-n2 matrix Y,X.
Transpose each of the rows of the input matrix
Yv,Xv to obtain n vectors.
Unvectorize each one of these n vectors to obtain n

n-by-n sub-matrices.
These sub-matrices are the blocks that form the
output matrix Y,X
�
 Inverse Transformation 1:

@Yv

@Xv
¼ T�1

1

@Y

@X

	 

ð30Þ

Input: n2-by-n2 matrix Y,X.
Output: n2-by-n2 matrix Yv,Xv.

Divide the input matrix Y,X into n blocks, each
composed of one n-by-n sub-matrix.
Vectorize all of these sub-matrices to form n

vectors.
These vectors are rows of the n2-by-n2 matrix
Yv,Xv
�
 Transformation 2:

@Y

@X
¼ T2

@Yv

@X

	 

ð31Þ

Input: n3-by-n matrix Yv,X.
Output: n2-by-n2 matrix Y,X.
Divide the input matrix Yv,X into n blocks each
composed of an n2-by-1 vectors.
Unvectorize each one of these n vectors to obtain n

n-by-n sub-matrices.
These sub-matrices are the blocks that form the
output matrix Y,X.
�
 Inverse Transformation 2:

@Yv

@X
¼ T�1

2

@Y

@X

	 

ð32Þ

Input: n2-by-n2 matrix Y,X.
Output: n3-by-n matrix Yv,X
Divide the input matrix Y,X into n blocks, each
composed of an n-by-n sub-matrix.
Vectorize all of these sub-matrices to form n

vectors n2-by-1.
These n2-by-1 vectors are the blocks that form the
n3-by-n output matrix Yv,X.
�
 Transformation 3:

@Y

@X
¼ T3

@½Yv�
T

@X

 !
ð33Þ
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Input: n3-by-n matrix [Yv]T,X.
Output: n2-by-n2 matrix Y,X.
Divide the input matrix [Yv]T,X into n blocks each
composed of a 1-by-n2 vectors.
Transpose these vectors to obtain n2-by-1 vectors.
Unvectorize each one of these n vectors to obtain n

n-by-n sub-matrices.
These sub-matrices are the blocks that form the
output matrix Y,X
�
 Inverse Transformation 3:

@½Yv�
T

@X
¼ T�1

3

@Y

@X

	 

ð34Þ

Input: n2-by-n2 matrix Y,X.
Output: n-by-n3 matrix [Yv]T,X.
Divide the input matrix Y,X into n blocks, each
composed of a n-by-n sub-matrices.
Vectorize all of these sub-matrices to form n

vectors n2-by-1.
Transpose these vectors to obtain 1-by-n2 vectors
These 1-by-n2 vectors are the blocks that form the
n-by-n3 output matrix [Yv]T,X.
The first step in the development of the desired partial
derivatives (aDcrit,Q and aDcrit,Ad) is to find the partial
derivative of aDcrit in terms of the matrix P. This is
accomplished by using Eq. (22) in which aDcrit is explicitly
expressed in terms of P.

Eq. (22) can be rewritten as:

aDcrit ¼
eT P f ðxÞ

9eT PB9
¼

num

den
ð35Þ

The partial derivatives of the numerator and the denomi-
nator in terms of the matrix P are found to be:

@num

@P
¼ e½f ðxÞ�T ,

@den

@P
¼

eT PB

9eT PB9
eBT

ð36Þ

After using the derivative quotient rule and some algebra
the resulting expression is found:

@aDcrit

@P
¼

eT f ðxÞ

9eT PB9
�

eT PB
� �

eT Pf ðx
� �

ÞeBT

9eT PB93
ð37Þ

The second step is to obtain the partial derivatives of
the matrix P in terms of the matrices Q , and Ad. To obtain
these derivatives Eq. (11) is rewritten as:

AvPv ¼�Q v,

Av ¼ I4x4 � AdþAd � I4x4, Pv ¼ vec P
� �

, Q v ¼ vec Q
� �
ð38Þ

where � represent the Kronecker product defined in Ref.
[16] for the same n-by-n Y and X matrices as:

X � Y ¼

X11Y
� �

. . . X1nY
� �

^ & ^

Xn1Y
� �

� � � XnnY
� �

2
64

3
75 ð39Þ

The transformation in Eq. (38) (found in Ref. [16])
allows for the formulation of an explicit equation of the
elements of the matrix P in terms of the elements of the
matrices Q , and Ad, which is found to be:

Pv ¼�A�1
v Q v ð40Þ

Using Eq. (40) it is possible to find the partial deriva-
tives of the vector Pv in terms of the vector Q v:

@Pv

@Q v

¼ �A�1
v

� �T
ð41Þ

Subsequently, Transformation 1 is used to obtain the
partial derivative of the matrix P in terms of the matrix Q ,
which yields:

@P

@Q
¼ T1 �A�1

v

� �T
	 


ð42Þ

Again, using Eq. (40) it is possible to find the partial
derivatives of the vector Pv in terms of the matrix Av:

@Pv

@Av

¼ I16x16 � A�1
v

� �
U 16x16 I16x16 � A�1

v

� �
I16x16 � Q v

� �
ð43Þ

where Un�n is an n-by-n permutation matrix defined as:

U n�n ¼
Xn

r

Xn

s

Ers � Ers ð44Þ

where the matrix Ers is an elementary matrix with a one
at position r, s and zeros elsewhere. Afterwards, the
derivative of Av in terms of Ad is found to be:

@Av

@Ad

¼ I4x4 � U 1

� �
U 4x4 � I4x4

� �
I4x4 � U 1

� �
þU 4x4 � I4x4 ð45Þ

where U1 is a permutation matrix defined as:

U 1 ¼
X4

r

X4

s

Ers � ET
rs ð46Þ

The matrix chain rule, as defined by Ref. [16], is used
to obtain the partial derivative of Pv in terms of the
matrix Ad:

@Pv

@Ad

¼
@½vec Av

� �
�T

@Ad

� I16x16

" #
I4x4 �

@Pv

@vec Av

� �
" #

ð47Þ

Using inverse Transformation 1, inverse transforma-
tion 3, and Eqs. (45) and (43) the results of Eq. (47)
become:

@Pv

@Ad

¼ T�1
3

@Av

@Ad

	 

� I16x16

� �
I4x4 � T�1

1

@Pv

@Av

	 
� �
ð48Þ

Transformation 2 is used to obtain the partial deriva-
tive of the matrix P in terms of the matrix Ad, which
yields:

@P

@Ad

¼ T2
@Pv

@Ad

	 

ð49Þ

Next, the matrix chain rule is used again to obtain the
partial derivative of the scalar aDcrit in terms of the matrix Q:

@aDcrit

@Q
¼

@½vec P
� �
�T

@Q
� I1x1

" #
I4x4 �

@aDcrit

@vec P
� �

" #
ð50Þ

Using inverse Transformation 1, inverse Transforma-
tion 3 and Eqs. (42) and (37) the results of Eq. (50)
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Fig. 2. Control strategy diagram.
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become:

@aDcrit

@Q
¼ T�1

3

@P

@Q

 !
I4x4 � T�1

1

@aDcrit

@P

	 
� �
ð51Þ

Finally, the matrix chain rule is used again to obtain
the partial derivative of the scalar aDcrit in terms of the
matrix Ad :

@aDcrit

@Ad

¼
@½vec P

� �
�T

@Ad

� I1x1

" #
I4x4 �

@aDcrit

@vec P
� �

" #
ð52Þ

Using inverse transformation 1, inverse transformation 3
and Eqs. (49) and (37) the results of Eq. (52) become:

@aDcrit

@Ad

¼ T�1
3

@P

@Ad

	 

I4x4 � T�1

1

@aDcrit

@P

	 
� �
ð53Þ

Eqs. (51) and (53) provide analytical expressions that
can be calculated in real time, describing the behavior of
aDcrit in terms of each and every one of the entries of the
matrices Q and Ad, which can be changed provided that
they satisfy their restrictions.
5. Adaptive Lyapunov control strategy

By calculating the partial derivatives defined in Eqs. (51)
and (53), the entries of the matrices Q and Ad, to which
aDcrit is the most sensitive are identified (those entries
which have the largest partial derivative). Once these
entries are identified, the one with the highest partial
derivative is selected, and slightly modified by a small
value (dA ¼10�6 for Ad, and dQ¼10�6 for Q). The sign of
this modification is chosen such that it reduces the deriva-
tive of aDcrit, thus inducing a downward trend in the
behavior of the critical value for the magnitude of the
differential acceleration. By reducing this critical value the
overall robustness of the controller is improved. The
adaptive variations in the Q and Ad are expressed as:

dAij

dt
¼ kA �sign

@aDcrit

@Aij

	 

dA

� �
,

dQij

dt
¼ kQ �sign

@aDcrit

@Qij

	 

dQ

� �
ð54Þ

where kA and kQ are defined as:

kA ¼
1 if @aDcrit

@Aij

 4 @aDcrit
@Akl

  for i,jak,l

0 else
,

8<
:

kQ ¼
1 if @aDcrit

@Qij

 4 @aDcrit
@Qkl

  for i,jak,l

0 else

8<
: ð55Þ

These were designed such that the modified Q and Ad

matrices still satisfy their requirements of positive definite-
ness and symmetry for Q and for Ad being Hurwitz. The
adaptations of the Q and Ad matrices also affect the panels’
activation strategy since they cause variations in P which is
used for the panel activation strategy (see Eq. (18)). In other
words, the adaptations of the matrices Q and Ad result in an
adaptation of the quadratic Lyapunov function shown in
Eq. (9). The adaptations are applied at the same time that
the drag panels’ activation strategy is applied, that is every
10 min. The control strategy is summarized in Fig. 2.
6. Numerical simulations

The proposed technique was validated using computer
numerical simulations. The initial orbital elements of the
target and other parameters for the numerical simulations
are shown in Table 1. The target and chaser spacecraft are
assumed to be identical, therefore drag coefficient and
frontal areas for all panel configurations are the same. The
initial relative position and velocity of the chaser in the
LVLH frame are shown in Table 2 (the same initial state
was used in previous work in Ref. [9]).

An STK scenario with full gravitational field model,
variable atmospheric density (using NRLMSISE-00 avail-
able in STK) and solar pressure radiation effects is used.
STK’s high-precision orbit propagator (HPOP) is used for
simulating the maneuvers. The control strategy is imple-
mented in MATLAB, which interacts with the STK scenario
using STK Connect commands. The nonlinear dynamics of
the system in the inertial frame are propagated in STK.
At each time step, STK sends the state variables to
MATLAB where they are transformed into the LVLH frame.
The partial derivatives of aDcrit, in terms of the matrices Q,
and Ad are computed (see Eqs. (51) and (53)), and the
adaptation of these matrices is performed (see Eq. (54)).
This allows for the recalculation of the matrix P and the
calculation of the control signal. This signal is fed into STK
in the form of panel configurations for the spacecraft.
To reduce the frequency of actuation and allow the drag
forces enough time to change the orbits, the adaptive
Lyapunov controller was activated every 10 min. More-
over, the rendezvous maneuver was assumed to be fina-
lized when the inter spacecraft distance was below 10 m.

Noteworthy, both the adaptive Lyapunov approach
here developed, as well as the non adaptive Lyapunov
approach suggested earlier by the authors ([9]), are able
to drive the spacecraft to relative distances in the order of
a few meters, with no propellant required, outperforming
by orders of magnitude the results presented in Ref. [18].



D. Pérez, R. Bevilacqua / Acta Astronautica 83 (2013) 196–207204
Simulations of the adaptive Lyapunov controller are
compared with simulations of the non adaptive Lyapunov
controller presented by the authors in Ref. [9]. The results
Table 2
Initial conditions in the LVLH frame.

Parameter Value

x (km) �1

y (km) �2
_x (km/s) 4.8E�007
_y (km/s) 1.70E�04

Table 1
Simulation parameters.

Parameter Value

Second zonal harmonic J2 1.08�10�3 (from Ref.

[17])

Mean radius of the Earth R (km) 6378.1363

Earth’s gravitational parameter m (km3/s2) 398600.4418

Target’s inclination (deg) 98

Target’s semi-major axis (km) 6778

Target’s right ascension of the ascending

node (deg)

262

Target’s argument of perigee (deg) 30

Target’s true anomaly (deg) 25

Target’s eccentricity 0

vs (km/s) 7.68

m (kg) 10

Smin (m2) 0.5

S0 (m2) 1.3

Smax (m2) 2.5

CDmin 1.5

CD0 2

CDmax 2.5
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0

5

10

15

20

25

x [km]

y 
[k

m
]

No Adaptation
Start
With Adaptation

Fig. 3. Trajectory in the x–y plane: (left) complete maneuver
of the simulations are presented in Figs. 3–7, comparing
the maneuver trajectories, control sequences, critical
values for the magnitude of the differential acceleration,
and errors between the non-adaptive Lyapunov controller
and the adaptive Lyapunov controller.

The adaptive Lyapunov controller was able to reach the
rendezvous state after 29 h, which represent a reduction
on the maneuver duration of 24% over the non adaptive
Lyapunov controller (which took 38 h). Furthermore, the
adaptive Lyapunov controller required 56 changes in
the panels’ configurations, which signifies a reduction on
the control effort of 50% over the non adaptive Lyapunov
controller (which needed 113). The average value for the
critical value for the magnitude of the differential accel-
eration (shown in Fig. 5) for the adaptive Lyapunov
controller was 4.43�10�5 m/s2, which means a reduction
on this value of 39% over the non adaptive Lyapunov
controller (which had 7.36�10�5 m/s2). A reduction in
the critical value implies increased margin on control
authority during the maneuver.

The non adaptive Lyapunov controller needs more
time and a higher control effort since it approaches the
rendezvous state performing more persistent and higher
oscillations (these oscillations can be seen in Fig. 7, after
6 h have elapsed, and in Fig. 3(right). The reduction on the
maneuver time and the control effort is caused by the
adaptation of the matrix P which allows the adaptive
Lyapunov control to tune itself as the error evolves; this
results in lower oscillations on the errors behavior (see
Fig. 7) and in the trajectory itself (see Fig. 3(right) in the
later stages of the maneuver, which is when smoother/
finer action is required.

Fig. 7(right) also shows an increase of the error during
the first portion of the manuever, which also means an
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, (right top, and bottom) final stages of the maneuver.
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increase of the Lyapunov function, before the system can
finally drive itself towards the zero error desired state.
This is due to two main factors. The first reason is that the
control is allowed to change state only every 10 min,
ignoring required changes in the panels configurations
within that time frame. This was imposed to enable
realistic simulations, and remove the possibility of chat-
tering. In addition, despite the average reduction of the
differential drag critical value obtained with the adaptive
Lyapunov controller, there are still intervals where the
actual differential drag acceleration is lower than the
critical acceleration (see Fig. 6). Overall, the proposed
approach still enables rendezvous maneuvers that are
realistic from the actuation point of view, in terms of
duration, and it holds a potential for straightforward
implementation on real spacecraft.
7. Conclusions

In this work a novel adaptive Lyapunov controller for
spacecraft autonomous rendezvous maneuvers using
atmospheric differential drag is presented. An analytical
expression for the critical value for the magnitude of the
differential acceleration that ensures stability in the sense
of Lyapunov for the system is found. Based on this,
analytical expressions for the partial derivatives of the
critical value with respect to the independent variable
matrices required by the Lyapunov controller are derived.
These partial derivatives are used for the development of
the adaptation strategy for the Lyapunov function. The
quadratic Lyapunov function is modified in real time,
during flight, minimizing the value of the differential drag
critical acceleration, thus maximizing the control authority
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margin. The adaptive control method is validated using
numerical simulations in Satellite Tool Kit. The performance
of the adaptive control method is assessed in terms of the
number of switches in the differential acceleration (control
effort), and maneuver duration in comparison with the non
adaptive Lyapunov controller.

The resulting behavior of the adaptive Lyapunov con-
troller is an improvement over the non adaptive Lyapunov
controller since it presents a significantly lower control
effort (50% less actuation) and it takes less time to reach
the desired rendezvous state (24% less time). The imple-
mentation of the reference model on the adaptive Lyapu-
nov controller (in this work the system tracked a constant
final state) is expected to allow the method to track a
desired path and not only a constant state, opening to the
possibility of potentially performing any type of spacecraft
relative maneuver (in the orbital plane) using atmospheric
differential drag.
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